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ABSTRACT

This work presents a comprehensive research about the participation of men and women in the area of Information and Communications Technology (ICT) through data extracted from the last four editions of Google Summer of Code (GSoC). The goal of this work is to find Association Rules between gender characteristics and coding using the Apriori Algorithm. A total of 61 association rules were generated through the aforementioned algorithm, being 22 of them found only in the data set with the women, 24 found only with the men, and 15 applicable to both sets. We can cite as one of the main findings of this work the fact that the representativeness of women in GSoC is decreasing in the last few years. Despite this, the representativeness of women in GSoC is above average, according to what has been reported in other studies in the literature in which women are underrepresented. When it comes to the most utilized technologies, we have "Python", "Java", "C++", "C" and "JavaScript" in the top. Analyzing technologies, it’s possible to realize that the main utilized technologies for men and women are similar, but, in general, men are more likely linked to programming languages. The most common project topics are: "Event Management", "Web", "Web Development", "Data Science" and "Cloud" in the top. This can represent how diverse the project topics of the database are, but not necessarily has something related to gender.
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1 INTRODUCTION

In the last two decades the Information and Communications Technology (ICT) area is expanding in a fast-track pace. Globalization and new technologies demand a large number of professionals favorably inclined to study and consequently work in this field [41]. Even with many years of struggling for gender equity, in the current scenario there are few women who are enrolling in science, technology, engineering and mathematics (STEM) courses, both undergraduate and graduate level [34]. The related number is especially low in computer related courses, such as Computer Science (CS) and Computer Engineering (CE). In actual fact, this number - women enrolling in STEM related disciplines - is decreasing, regardless of all the efforts. Thus, CS and CE remain fields predominated by male [5]. There has been an increasing number in studies approaching women in a men-dominant field. Women have entered many other fields where previously there were no considerable female representativeness, including other STEM fields, but not computer science and engineering [12]. Amplifying women interest in STEM, specifically CS, is an important aim for universities, national and local governments, and society as a whole [30].

In other study presented by Moudgalya et al. [29] data mining is used to explore Stack Exchange - a Question and Answer (Q&A) forum, specifically the Computer Science Educators Stack Exchange (CSEd SE) [17] to understand and analyze the view of computer science educators on gender diversity by using a non-intrusive technique on the forum. In a work presented by Botella et al. [6], they argue that one action driven to reduce the gender gap is the gendered innovation initiative and, in particular, Machine Learning and Data Science areas suppose new opportunities to include gendered innovation in Information Theory. Which could be achieved by the fact that they can be applied to many different domains. A large quantity of research has investigated key factors that influence the interest of female students in STEM and CS (e.g., [10], [46], [6]).

LinkedIn’s 2018 Diversity Annual Report shows that women represent 42.9% of workforce of LinkedIn, with a representativeness of 39.1% in leadership positions, representing a 12% increase of women in leadership positions over the last two reports [16]. The 2019’s report shows that women represented nearly 41% of the company’s leadership (an increase of 17% in the last three years and 56% in the last five); 22% of the technical roles; and 55% of the non-technical roles [13]. Despite this increase, women representation in the technology area is 21.8%, while men represent 78.2%. Some organizations aim to change this scenario of women under-representation, with programs committed to a set of goals to increase the representation of the women workforce and create a more inclusive culture. For example, a recent Google Enterprise Diversity report shows that hiring of women has increased to 33.2% [7], an increase of more than 1.9 points in relation to the previous survey. In particular, the concentration in non-tech areas increased to 47.2%, representing an increase of more than 3.3 points. Although hiring of women increased, hiring in the company for leadership positions decreased by 25.9% (-3.5 points) [7] in relation to the previous report.
This work presents a comprehensive research about the participation of men and women in the area of Information and Communications Technology with focus on the open-source community, using data extracted from the last four editions of GSoC. The purpose of this research is to find association between gender characteristics and project characteristics using Association Rules. With that perspective over the association rules, it will be possible to identify if there is discrepancy between the contextual standards of men and women.

This article is organized as follows. Section 2 a contextualization of the related subjects to this research is presented. Section 3 presents the methodology utilized for the development of the work. After that the results of the statistical analysis and of the data mining that were made are presented on Section 4. The identified possible threats to validity and limitations are presented on Section 5. Lastly, final considerations and suggestions for future work are presented in the Section 6.

## 2 BACKGROUND

### 2.1 Google Summer of Code

Google Summer of Code (GSoC) is a global program focused on bringing more student developers into open source software development. Students work with an open source organization on a 3 month programming project during their break from school. Currently the program has more than 14,000 students, 109 Countries, 651 Open Source Organizations and more 35,000,000 Lines of code [21].

Since 2005, a total of 686 open source organizations have been a part of GSoC, bringing new, excited developers into their communities and the world of open source. The program is “open to university students, age 18 and older in most countries” [21]. GSoC is well known among the Summers of Code, and provides its students with a broad range of rewards for participation including: participating in a global company program; community ties; skills development; personal satisfaction; professional advancement; recognition among peers; status; and financial remuneration [39]. In addition to that, the same author says that in GSoC, “the vision and experience of core members of the community influence project selection, and the intensive mentoring process facilitates creation of strong ties”. With that, the biggest part of GSoC projects result in stable features.

### 2.2 Data Mining

Data Mining (DM) is, according to Santos [36], a set of techniques and procedures that have the goal to extract high level information from raw data. In a different definition, Beck et al. [2] says that DM is “the field of discovering novel and potentially useful information from large amounts of data”. The work produced by Fayyad et al. [18] describes it as a step contained in the Knowledge Discovery in Databases (KDD) process that consists of performing data analysis and applying discovery algorithms that, under certain computational limitations, produce a set of patterns for certain data.

The aforementioned therm (KDD) refers to the vast process of finding knowledge in data. It’s of interest to researchers in machine learning, pattern recognition, databases, statistics, artificial intelligence, knowledge acquisition for expert systems, and data visualization. The process contains five steps of processing to make this transformation from Data to Knowledge [25]: 1) Selection of data: this step covers the selection of the data set on which the discovery process will be performed; 2) Preprocessing: comprehends the action of removing noise and outliers from the selected data set, as well as the formulation of the strategy to be adopted in case of missing data; 3) Transformation: in this step happens a reduction on the effective number of variables under consideration. Usually are discarded variables with contextual irrelevancy; 4) Data Mining: stands for the definitions mentioned above; and 5) Evaluation: contains the interpretation of mined patterns and, after a good evaluation, the outcome is a consolidated knowledge. The visual flow of the five steps can be seen through the Figure 1.

![Figure 1: KDD Steps [20]](image)

The goals to be achieved with DM are defined based on the objective of the application, and are classified into two types: a) When you want to verify user-defined hypotheses, the goal is defined as “verification”; b) In cases where patterns are to be set autonomously, the goal is defined as “discovery” - where, in this type the prediction and description tasks are performed [42]. Mining data to discover knowledge isn’t a trivial task. You need to know the data, the process of analysis and discovery, the tasks, the data mining techniques, and the mathematical and computational tools that apply in this context [15].

#### 2.2.1 Association Rules

According to Mobasher et al. [27], there is no consensus in the literature regarding the ideal data mining technique for each application, not even the criteria to be used to evaluate different data mining techniques. Among the techniques considered efficient for data mining, there are the association rules, commonly used as a learning technique that doesn’t need supervision and can be used to identify novel patterns amongst entities in a large set of data [19]. This technique has the purpose to find links between attributes assuming that the presence of one attribute in an certain event implies the presence of another attribute in the same event [15].

Regarding the concept of this technique, Moonen et al. [28] said that the association rules are “implications of the form A → B, where A is referred to as the antecedent, B as the consequent, and A and B are disjoint sets”. Adding to that, Camilo and Silva [8] described the association rules as one of the most utilized and well-known techniques of data mining around the world. Still, according to the same authors, the results of the applying of this technique will provide associative rules between items of the data set. The
classic application of the association rules is the "shopping cart", e.g.: if the customer will buy milk and bread, there is a good probability that he will also buy butter.

2.3 Related Works

Some related works can be found at the literature. Babes-Vroman and Nguyen [1] studied the subject of gender diversity within Computer Science at an University with thousands of students. Their results indicate that a large proportion of women who take the Introductory CS1 course for majors do not intend to major in CS, which contributes to a large increase in the gender gap immediately after CS1. The same aspect of gender diversity has been analyzed by Bosu and Sultan [4] in a research that aims to determine the level of gender diversity among popular open source software projects and identify the presence of gender biases that may discourage women participation. This work suggest that the lack of gender diversity remains an issue as each of the ten projects analyzed had less than 10% women developers.

Meanwhile, the work developed by Vachovsky et al. [41] alerts how recent diversity reports demonstrate a large gap between the percentage of women holding computing jobs compared to the percentage of men. In addition, the authors evaluate the Stanford Artificial Intelligence Laboratory’s Outreach Summer (SAILORS) as a way of addressing the lack of diversity in Artificial Intelligence. The results show a positive impact of SAILORS by achieving the goals of contextualizing technical AI concepts through social impact and addressing barriers for girls in computer science.

Regarding the impacts of the gender diversity, Blincoe et al. [3] researched with the aim to examine how the working atmosphere depends on the gender diversity of IT teams. Their results appoint that the atmosphere in teams with diversity usually is more pleasant when compared to purely male ones. Moudgalya et al. [29] researched about the perceptions of equity and gender diversity in Computer Science and got results suggesting that “researchers need to continue to examine educator perceptions so that we can design appropriate online teacher communities, teacher education courses, and professional development workshops to address equity and gender diversity issues in CS”. Also studying about gender diversity, Hoogendoorn et al. [22] estimate the impact of the share of women in management teams on their business performance. The result of the work states that “management teams with an equal gender mix perform better than male-dominated and female-dominated teams in terms of sales, profits and earnings per share”.

Silva et al. [38] analyzed the effectiveness of initiatives such as GSoC and found that 82% of the participants are able to merge successful changes to the desired project, while 40% of students kept contributing longer than a month after the project and 15% contributed longer than a year. Analyzing the same program, Silva et al. [37] also studied what motivates students to enter programs like GSoC and resulted in the discovery that they enter the program to have richer experiences and not necessarily to become frequent contributors on the open-source community.

In this work gender diversity in the field of computer science is studied, however, from the perspective of the areas of statistics and data science - according to which we can look for patterns associated with genders. In addition, as well as in Silva et al. [37], GSoC is used as a research universe - but for different purposes, since the cited work does not have the goal to study gender diversity.

3 METHOD

3.1 GSoC Data Mining

The current project was built utilizing different materials in different steps. As shown in Figure 2, the gender inference process went through a number of steps. First it was collected a set of data from the last four editions of Google Summer of Code web platform through a web scraper - this software was built with the programming language Python utilizing libraries like: BeautifulSoup 4, “a library that makes it easy to scrape information from web pages” [14]; and Pandas [31], an open source data analysis library.

The outcome of the mentioned process was a spreadsheet in CSV format. From this file, in order to make the gender inference of people, we used two different tools together: GenderComputer[43] and NamSor API. These two tools were selected to try to assure the best inference possible, since a person is only considered from a gender if both tools appoint that. Also the two tools were utilized in Qiu et al. [32] with the same process described here. GenderComputer, to infer the gender related to a name, receives two parameters: the name; and the person’s country of origin (because the same name can be common to different genres in different countries). If the value related to the country of origin is not sent, the tool will try to infer it and, therefore, may be less accurate [45]. NamSor is a data mining tool that tries to predict a person’s origin details based on his or her name only 1.

For this work, since the data collected did not have that information, the classification was performed taking into account only the name. In order to reach a consensus between the tools (NamSor and GenderComputer), we considered only the records in which both tools classified the contributor as the same gender - male or female - and, in case of lack of consensus, the "Unknown" value was given. Figure 2 details the process of gender inference in this work.

Figure 2: Gender Inference Process

The statistical analysis was performed utilizing the result of Gender Inference process, which is also a CSV file. The content of this file was analyzed utilizing the programming language R, a language and environment for statistical computing and graphics that provides a wide variety of statistical and graphical techniques, and is highly extensible [33]. After this analysis, Python was once

1https://www.namsor.com/
more utilized to implement the Apriori algorithm to find the association rules within the data set. The details regarding the steps of the Data Mining process are described in the further sections. All the coding efforts used in this process, as well as the data needed to execute the code and replicate the results, are available in the project repository in dropbox\(^2\).

### 3.2 CRISP-DM

The project described here uses the CRISP-DM reference model. This model defines a set of sequential steps to guide data mining and enables the mining process to be fast, reliable and with greater management control [11]. CRISP-DM involves six phases: business understanding, data understanding, data preparation, modeling, evaluation, and implementation, as shown in the Figure 3. The adoption of these phases assists in defining the flows to be used to execute the mining project [24].

**Figure 3: Phases of the CRISP-DM Methodology** [9]

**Business Understanding:** Corresponds to the understanding of project goals and requirements from the business perspective, followed by the conversion of this knowledge into the definition of the mining problem and the preliminary project plan to achieve the objectives. In this phase, to represent the open source community the GSoC database is being used, which is made up of data from the last four editions and contains several attributes related to the submitted projects, such as: company, developer, gender, project url, project title, developer type, year, main technology and main topic of the project. It is important to highlight that the program (GSoC) does not have its own project repository and, therefore, a good part of these projects are in tools such as Github. The last four editions were selected because the official website only keeps the complete archive data since 2016. The purpose of this research is to discover if the available attributes will be related in algorithms for the definition of association rules.

**Data Understanding:** it consists of the initial data collection, familiarization with the data and identification of possible problems with the data quality, aiming to discover the first insights about the data or to detect interesting information in the subsets for hypothesis formation. In this phase, statistical analysis was performed on the data in order to facilitate understanding. The results of this analysis are described in the Results Section.

**Data Preparation:** performs data preparation by covering all activities to construct the final data set obtained from the initial raw data. The data set variables were prepared to generate the models used in the next phase. The main idea of data preparation in this context is to build formatted data sets for use. The Google Summer of Code (GSoC) contributors data was collected through an web scraper (a tool built to retrieve data from websites) that took data from the last four editions of GSoC (2016, 2017, 2018 and 2019). Since the original data doesn’t identify the gender, in order to carry out the Gender Inference of all the contributors, was used a gender discovering process called GenderComputer developed by Vasilescu et al. [43] with the NamSor API\(^3\), as already commented. As the data collected didn’t have information regarding the country of origin of the contributors (information that gender discovering tools usually ask for), the classification was performed taking into account only the name.

After getting all the related data, some data were discarded due to contextual irrelevancy or with the goal to anonymize the data set. The discarded data were: the name of the developers; the code repository URL of the project; the company name; and the project name. The result of this process is a data set with the same amount of rows, but a reduced amount of columns. Finally, the resultant table were sliced in two different data sets: the first with the men’s data and the second one with women’s data. This processing was planned due to the goal of the project.

**Modeling:** define models and modeling techniques that will be applied to accurately organize data. In this article, we choose the already described Apriori Association Rule Algorithm. The results related to it are presented in the Analysis of Results section.

**Evaluation:** evaluates the model obtained in more detail and reviews the steps for the construction of the final model in order to ensure that it meets its objectives properly. Here we are utilizing the lift value of the association rules to evaluate them;

**Deployment:** consolidates the knowledge discovered with the created model. The purpose of the model is to increase knowledge about the data and present it in a way that can be useful. This phase can be as simple as generating a final report, or as complex as implementing a repetitive data mining process in a given organization. For this project, all CRISP-DM phases will be used, except the deployment phase, which will be proposed in the future works section.

### 4 ANALYSIS OF RESULTS

#### 4.1 Statistical Analysis

**4.1.1 Gender Related Statistics.** The dataset retrieved from GSoC has a total of 12323 rows. From those 2419 participated in 2016; 3307 in 2017; 3081 in 2018; and 3516 in 2019. From the total amount of the four years, 26.065% of the participants were from the female gender. The percentage by year is that were 42.17% (2016), 22.56% (2017), 21.78% (2018) and 22.04% (2019). Interestingly, in 2016, the number of women participants in GSoC was quite expressive – more than 42% and in the last three years there has been a drop of more than 20% in the number of women participants and the participation of women in 2017, 2018 and 2019 maintained an average of 22.12%. This result is quite expressive, since the average participation of women in open source projects is 1-5% [26]. In addition, women are very

---

\(^1\)https://bit.ly/2EpshLk

\(^2\)https://www.namsor.com/
underrepresented on GitHub projects in relation to programming activities [44]. Robles et al. [35] conducted a survey with GitHub contributors and found that only 10% of contributors are female. Izquierdo et al. [23] also stated that women are underrepresented in the OpenStack community. Thus, we can conclude from the last 4 editions of the GSoC that, although women are underrepresented, the percentage of women participants in GSoC is higher than in other communities. One of the reasons for this representativeness may be due to the various existing mentoring programs with the aim of attracting women to participate in the training programs.

<table>
<thead>
<tr>
<th>Year</th>
<th>Male</th>
<th>Female</th>
<th>Unknown</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>2016</td>
<td>1329</td>
<td>1020</td>
<td>70</td>
<td>2419</td>
</tr>
<tr>
<td>2017</td>
<td>2407</td>
<td>746</td>
<td>154</td>
<td>3307</td>
</tr>
<tr>
<td>2018</td>
<td>2244</td>
<td>671</td>
<td>166</td>
<td>3081</td>
</tr>
<tr>
<td>2019</td>
<td>2543</td>
<td>775</td>
<td>198</td>
<td>3516</td>
</tr>
<tr>
<td>Total</td>
<td>8523</td>
<td>3212</td>
<td>588</td>
<td>12323</td>
</tr>
</tbody>
</table>

Table 1: Participants By Gender And Year

The complete relationship between number of participants by gender (male, female and unknown) and year can be found at the Table 1. From the data displayed on this table is also possible to realize that, even tough we have a considerable amount of people with unknown gender (588), they represent only 4.77% of the total amount.

4.1.2 Other Statistics. Among the 12323 rows in the data set, 8379 are from mentors and only 3944 are from students. Making explicit that the biggest part of the GSoC participants are mentoring others. The Figure 4 shows a pie chart that makes easier the comparison of this numbers. When it comes to mentoring percentage the genders similarly are almost equivalent since 69.33% of the women are mentors and 67.63% of men are mentors.

With the purpose of interpreting the technologies within the GSoC data, all the values were ordered in a list with the absolute frequency of utilization. This qualitative variable has a total of 131 occurrences. After that, the data was sorted, and the top 5 occurrences were selected as input for the bar plot of the Figure 5. The graph shows that the most frequent technologies in the projects of the referred database are, in this order, "Python", "Java", "C++", "C" and "JavaScript". The chart also communicates that the database has more than 2500 projects with "Python", while the second most used technology (Java) has less than 1500.

In the process of understanding the main topics of the project within the GSoC data, all values were ordered in a list with the absolute frequency of use. This qualitative variable has a total of 345 occurrences. After that the data was sorted and the top 5 occurrences were selected as input for the bar plot of the Figure 6. The graph shows that the "Event Management" is the most common topic, followed by "Cloud"; "Data Science"; "Web"; and "Web Development". The graph also shows that the distribution of topics by project has higher levels of equality than the distribution of technologies shown in the Figure 5.

4.2 Data Mining

As told before, this project aims to find association between gender characteristics and other project characteristics through the mining of Association Rules. The CRISP-DM reference model was followed within the methodology of this work, hence, part of the data mining process is already described in the Methodology section. The current section shows and explains details about the discovered Association Rules. The two aforementioned data sets (with men and women) were processed with Apriori Algorithm under the same parameters, being them:

- **Support**: being Support(A, B) equals to the amount of tuples containing both A and B divided by the total of tuples, the
support value was defined as "0.005" meaning that the rule has to appear at least 62 times in the data set with 12323 items. The value "0.05" was also tested, but returned no rules; "0.04" returned only one rule; "0.03" returned 3 rules; and "0.01" returned 15 rules;

- **Confidence**: being Confidence(A, B) equals to the amount of tuples containing both A and B divided by the amount of tuples containing A, the confidence value was defined as "0.7" meaning that a rule is only considered reliable if the frequency of occurrences of B where A occurs is higher or equal "0.7";

- **Length**: being the length value the minimum amount of items to be associated in a rule, the length value was defined as "2" meaning that rules with only one item are not considered; and

- **Lift**: being lift(A, B) equals to Confidence(A, B) divided by Support(A, B), the lift value was defined as "3.0" meaning that the association rule was picked as a strong rule only if the chance of B occurring between items with A is, at least, three times bigger than in the other items.

The processing of the algorithm resulted in 37 association rules for women’s data set and 39 for the men data set. Between those 22 rules are unique for women’s data set; 24 are unique for men’s data set; and 15 rules are not unique, hence belong to both data sets. The top unique rules generated for women’s data set are shown in Table 2.

Those were classified according to the "lift" of the rule. The main rules in this context are the associations between ios technologies and mobile applications (both with students and mentors); the technology ‘qt’ (pronounced ‘cute’, it’s a C++ framework where you can build software without writing code through actions like drag and drop) and desktop applications (mainly with women that are mentors) and the association between R project and data science (both with students and mentors).

The top unique rules generated in the men data set are shown in the Table 3. As well as the rules for the female data set, those were classified according to the "lift" of the rule. It’s possible to realize that the mean lift is lower in this data set (being 72.85 for the first data set and 17.35 for this one).

<table>
<thead>
<tr>
<th>Rule</th>
<th>Confidence</th>
<th>Lift</th>
</tr>
</thead>
<tbody>
<tr>
<td>physics &gt;c/c++</td>
<td>1</td>
<td>54.63</td>
</tr>
<tr>
<td>physics; mentor &gt;c/c++</td>
<td>1</td>
<td>54.63</td>
</tr>
<tr>
<td>electronic voting &gt;Scala</td>
<td>0.99</td>
<td>43.04</td>
</tr>
<tr>
<td>logic &gt;Scala</td>
<td>0.97</td>
<td>43.03</td>
</tr>
<tr>
<td>electronic voting; mentor &gt;Scala</td>
<td>1</td>
<td>43.03</td>
</tr>
<tr>
<td>logic; mentor &gt;Scala</td>
<td>1</td>
<td>43.03</td>
</tr>
<tr>
<td>kubernetes &gt;cloud</td>
<td>0.95</td>
<td>37.88</td>
</tr>
<tr>
<td>artificial intelligence; mentor &gt;JavaScript</td>
<td>0.71</td>
<td>14.96</td>
</tr>
<tr>
<td>mentor; machine translation &gt;c++</td>
<td>1</td>
<td>11.8</td>
</tr>
<tr>
<td>privacy &gt;c++</td>
<td>0.82</td>
<td>9.74</td>
</tr>
</tbody>
</table>

**Table 3: Top Association Rules - Male Data Set**

The main rules in this context are the associations between the topic of "physics" and the programming languages "c/c++", between works with "logic" as the main topic and the programming language Scala; the association between "kubernetes" and "cloud"; between artificial intelligence and JavaScript; and between the programming language C++ and the topics of "machine translation" and "privacy". It’s also possible to realize from these association rules that the ones generated from the men data set have more terms directly related to programming languages and logic.

<table>
<thead>
<tr>
<th>Rule</th>
<th>Confidence</th>
<th>Lift</th>
</tr>
</thead>
<tbody>
<tr>
<td>kernel &gt;c</td>
<td>0.81</td>
<td>37.84</td>
</tr>
<tr>
<td>data science &gt;r&gt;project</td>
<td>1</td>
<td>37.84</td>
</tr>
<tr>
<td>r &gt;data science</td>
<td>0.74</td>
<td>28.13</td>
</tr>
<tr>
<td>r &gt;data science</td>
<td>1</td>
<td>14.37</td>
</tr>
<tr>
<td>kernel &gt;c</td>
<td>1</td>
<td>14.36</td>
</tr>
<tr>
<td>kernel; mentor &gt;c</td>
<td>1</td>
<td>11.94</td>
</tr>
<tr>
<td>machine translation &gt;c++</td>
<td>1</td>
<td>11.93</td>
</tr>
<tr>
<td>office suite &gt;c++</td>
<td>1</td>
<td>8.73</td>
</tr>
<tr>
<td>creative coding &gt;java</td>
<td>1</td>
<td>4.18</td>
</tr>
<tr>
<td>event management &gt;python</td>
<td>1</td>
<td>4.18</td>
</tr>
</tbody>
</table>

**Table 4: Top Association Rules - Common**

The top association rules that are present as strong rules in both data sets (men and women) are presented in Table 4. It’s important to realize that this rules are not a result of an analysis of the whole data set ignoring the gender (this approach would not be accurate since it could show rules that are valid only for one gender); these are rules that could be found in both data sets and the values for "Confidence" and "Lift" presented are the mean between these values in both result sets.

5 LIMITATIONS AND THREATS TO VALIDITY

One threat to the validity of our results is that 588 items in the data set couldn’t get a gender following our gender inference process.
Thus, this data (without gender) was discarded in the association rules mining. Adding to that, is also a threat to the validity the accuracy of the already described process of gender inference; the only way to be sure about this information would be questioning each participant about his gender, but it was considered impracticable for this work. In addition, the gender inference process is more accurate if the country of origin is informed [45] and as we do not have this information in our context, this is also be considered a threat to validity.

The data set is limited and full of rare classes. Given that, a big part of the association rules are very obvious and trivial (as the association between "ios" and "mobile applications", for example). The last presented threat to validity is the limited size of the database to be utilized in the association rules mining. To have more accuracy, it would be necessary to have a bigger database.

6 CONCLUSION

This work presented a comprehensive research about the participation of men and women in the area of Information and Communications Technology (ICT) through data extracted from the last four editions of GSoC. The goal of this project is to find Association Rules between gender characteristics and coding using the Apriori Algorithm and to analyze statistical data related to the context. In the course of the building of this work, the main definitions about Gender Diversity, Google Summer of Code, Data Mining and Association Rules were spelled out to give the necessary background and, also in background section, some Related Works were shown. The method consisted of using the CRISP-DM reference model and planning data mining according to six phases: business understanding; data understanding; data preparation; modeling; evaluation; and deployment.

From the results of this work - considering also all the threats to validity previously presented - it’s possible conclude that the women representativeness in GSoC (a global program focused on bringing more developers into open source software development) is decreasing in recent years. Besides that, a total of 61 association rules were mined, being 22 of them found only in the data set with women, 24 found only with the men, and 15 applicable to both sets. An important conclusion that can be drawn from our work is that analyzing and comparing the rule sets mined for men and women, it’s possible to realize that men are more related to terms (topics and technologies) that are directly linked to coding/programming.

When it comes to the most utilized technologies, we have “Python”, “Java”, “C++”, “C” and “JavaScript” in the top. Analyzing the association rules mined from the female data set it’s possible to see that only "Data Science" appear between the top ten association rules. For the data set with male data, only "Cloud" from the most common project topic is included between the top ten association rules. This can represent how diverse the project topics of the database are, but not necessarily has something related to gender. The high lift values in the unique rules can represent that these rules are trivial. It’s also possible to see that some very near rules are unique in both sets; it can represent that the association is, in fact, valid in both contexts.

As a future work it is proposed to identify more topics by work - not only one - and create association rules between them with the goal to identify trending related topics in IT open-source community. Furthermore, it’s also valid to propose a phase to clean the data regarding Technologies and Topics before the analysis. With that relations like “python 3” and “python” would be classified as the same technology - something that’s not happening in the current work.

In addition, the insertion of the cultural element in the analysis is also a proposed future work. This analysis will be possible after mining the ethnicity and/or the nationality of people with techniques like the one developed by Treeratpituk and Giles [40]. This can help identifying which cultures have better women representativeness. Furthermore, as a last proposed future work, based on the presented results two questions are raised to be researched: 1. why has female representativeness not increased in recent years; and 2. why men are more directly linked to coding.
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